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Interactive Virtual Graphics with Physical Objects
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Fig. 1. Interactive virtual graphics with everyday physical objects. Under a touch tablet (e.g., iPad in this example), the user can rig a
real object under the camera view (a), draw virtual graphics (b), annotate their relationship (c), and then animate the virtual graphics
by moving the physical object (d). The annotation can be performed across multiple camera views analogous to keyframe-based
animation, with effects ranging from handle-based deformation to physical simulation.

Everyday objects are commonly deployed for a variety of real-world applications, such as storytelling, components for game play, or
props for concept explanation. Recent advances in tangible interface and augmented reality have shown promise in helping users
authoring and performing combinations of real objects and virtual effects, such as body-driven graphics [44] and object-driven concept
visualization [48]. However, it remains challenging to create expressive interactive graphical effects with physical objects. We present
a system that enables the real-time creation of rich interactive augmented-reality effects with ordinary physical objects. The interface
of our system allows users to map between real objects and virtual graphics so that tangible manipulations of the former can drive the
movement of the latter, including handle-based deformation, key-frame animation, and trigger-based physics and interactions. We
evaluate our system with a variety of applications in interactive art, tangible gaming, and concept explanation.
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1 INTRODUCTION

There is a rich history in HCI of using physical objects and spaces to interact with the digital world [17, 21, 54]. With the
technological advancements and better understanding of the benefits of tangible and immersive interactions, researchers
have explored such interactions to enhance learning, education [11, 43, 52], collaboration [6], design [50], storytelling
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[4] and artistic expression [12]. By leveraging our innate experiences with the physical world, tangible interactions
enhances our immersion and engagement [21]. Despite the benefits and potential, crafting interactive experiences
with everyday physical objects in improvisational ways is still challenging [36]. Existing systems are domain specific
and often rely on pre-programmed behaviors without easy customization interfaces for novice users. Due to the lack
of flexible and expressive improvisational tools, users often rely on post-production to augment videos with concept
visualizations and graphical effects.

With the recent advancements in head-mounted display (HMD) and consumer grade augmented reality (AR) devices
(such as smart phones and tablets), researchers have explored creating interactive AR experiences in real-time with
sketching, gestures, and contextual (e.g., 3D planes, geometry) information [3, 8, 23, 31, 32, 44, 48]. For instance,
RealitySketch [48] facilitates the real-time creation of concept visualizations that are driven by physical objects. In this
paper, our goal is to empower novice users (e.g., , teachers, artists, amateurs with no programming expertise) to craft
interactive AR experiences with arbitrary objects that goes beyond concept visualizations. Examples include crafting
interactive game experiences, playful interaction with hand-drawn sketches, or demonstrating educational concepts in
whimsical ways. However, there are both technical and interaction challenges to achieve this goal. For instance, to play
a Pac-Man game with an articulated physical object, like scissor Figures 7 and 10, we need to reliably track the physical
object (scissor), identify states (open vs. close), and track continuous parameters (e.g., the angle between the two metal
blades). Further, from an interaction standpoint, one needs to specify the states (open or close), parameters (angle), and
the corresponding actions and events to the graphical objects for these states and parameters, such as how the physical
scissor angle will scale the virtual object being eaten.

In the paper, we present an end-to-end interactive system that enables the real-time creation of rich interactive
graphical effects with everyday physical objects (e.g., scissors, pens, food items, linkage systems, or even human hands).
With our system, users can sketch virtual graphics, map their spatial and temporal properties to physical objects, and
start to manipulate the physical objects to drive the virtual graphical objects. Some example effects include virtual light
particles reflected by a physical barrier (Figure 11) for explaining physics, a virtual parachute animated by a physical
banana (Figure 17) for animated art, and a virtual ball game played with physical rods (Figure 14).

To facilitate the easy creation of virtual graphics that align with physical objects [37], we have designed and
implemented a direct drawing interface that leverages the camera views and touch interfaces of AR enabled consumer
devices (phone or tablet) which are accessible to billions of users. As shown in Figure 1, users can select and rig physical
objects, draw virtual graphics, link them, assign physical properties, and then play. They can also rapidly iterate on
their interactions by playing some and then adding, removing, and changing the existing pieces. Our authoring tool
consists of two major (iterative) steps: rigging and mapping. First, in the rigging step, users first select a physical object,
and physically attach colored dot stickers to track and specify points of interest. In the UI, these colored dot stickers are
used to parameterize the desired variables (e.g., lines, angles, length) and states of the object. Second, in the mapping
step, the user maps the tracked object parameters to graphical effects, such as handle-based deformation [20] as well
as trigger-based interactions [24]. Once mapped, users can manipulate the physical object and see the corresponding
virtual effects in real-time.

Essentially, our proposed solution provides a rigging abstraction with several key benefits. First, by simplifying the
tracking problem, it enables the use of any arbitrary objects to interact with virtual graphics in improvisational ways.
Second, it provides a general and flexible method for parameterization, enabling the user to map desired properties and
parameters from complex and articulated physical objects (e.g., length of a limb, angle between blades of a scissor).
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Overall we aim to propose a general, simple, and accessible solution to create interactive virtual experiences with
arbitrary physical objects.

We demonstrate applications of our tool in interactive art, tangible gaming, and concept explanation. In summary,
the contributions of this work include:

• A flexible rigging mechanism for a wide range of everyday objects (e.g., soft and rigid objects, simple to complex
linkages, 3D objects, deformable objects such as ribbon and mesh) without having to rely on recognizable objects
or recognition accuracy of computer vision algorithms;

• An end-to-end prototype that achieves novel functionalities and capabilities, including a mapping interface
between physical variables and virtual effects that go beyond concept visualization;

• Results across applications in concept explanation, interactive art, and tangible gaming.

2 RELATEDWORK

There is a long history of research in HCI about interacting with virtual environments via physical hand gestures
[39, 49] as well as driving virtual performances with facial expressions [35] or body/hand gestures/postures [3, 32,
38, 44]. For example, ChalkTalk [38] and MagicalHands [3] can match interactive mid-air sketches and gestures with
pre-built libraries to produce dynamic animated effects in real-time, while PoseTween [32] and Saquib et al. [44]
can map body postures with drawn graphical effects for interactive AR performance. In addition to human bodies,
physical objects have also been explored to affect virtual graphical effects across a variety of applications, including
information/instruction/concept visualization [5, 19, 33, 48, 57], and physical proxies for manipulation [17, 58] or design
[53]. In these works, the physical objects play the main role while the virtual graphics are augmentations. Our project
instead focuses on the virtual effects and uses physical objects as tangible manipulators, as inspired by prior puppetry
techniques for videos [4], objects [16], and articulated figures [15]. However, these prior works limit mappings between
inputs and outputs such as object-to-object [16] or morphology-to-morphology [15]. We aim to continue this line of
research with expanded scope of effects and flexibility of mapping and manipulation, in which everyday objects can be
directly deployed to drive a variety of virtual graphical effects. In addition, inspired by static visual blends [10, 41], we
would like our system to be able to integrate virtual effects with physical objects.

Our target applications are inspired by prior works in creating dynamic graphical effects that are responsive to various
input mechanisms, such as direct manipulation for primary deformation [1, 20, 47] or secondary motion [55] to achieve
dynamic animation effects. For example, optimization-based shape deformation can be combined with direct hand
manipulation [20] or indirect video transfer [47], and the primary motions of virtual graphics can automatically drive
detailed secondary motions [55] to reduce the need for manual authoring. Beyond animation, responsible graphics can
also be an effective means to convey mathematics and physics concepts [7, 29, 45, 46, 51]. In general, the graphical effects
should be customizable, with a potential wide variety of means such as sketches [30, 59], triggers [24], rigs/parameters
[22, 25], and presets/templates [26, 56]. Our applications are also inspired by prior works in AR and tangible interfaces,
such as education [14, 23, 40], visualization [9, 42, 50], and content creation [2, 13, 27, 28]. We continue this line of work
by manipulating real-world objects through mobile AR for animating sketched graphical effects.

3 SYSTEM AND INTERFACE

This section introduces the design of our system and user interface which allows users to map between real objects and
virtual graphics so that the tangible manipulations of the former can drive the movement of the latter.

3



157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

CHI 2022, April 30 – May 6, New Orleans, USA Anon. Submission Id: 2691

3.1 System design

In order to take the spatial parameters of the physical objects as input to drive the virtual performance, the design of
the user interface aims to solve the following questions: (i) how to designate and track different movable parts of a
physical object to extract the relevant spatial information and (ii) how to map the tracked physical variables to the
virtual graphics to achieve the intended interactive effects.

Based on the question above, the workflow of our system can be decomposed as follows:

Rigging and tracking real objects which may be rigid or have multiple mechanically movable rigid parts.
Drawing virtual graphics to be deformed, animated, or physics-simulated.
Mapping between real objects and virtual graphics so the tangible manipulations of the former can drive the

movement of the latter,

To support the aforementioned goals and workflows, we have surveyed relevant techniques in computer graphics
and human computer interaction, and found inspirations from deformation [20], simulation [22], keyframe animation,
and trigger-based animation [24, 44]. Specifically, keyframe-based animation and deformation provides a familiar
mechanism for users to specify the driving parameters of different stages via design-by-demonstration. To further
leverage that, we also developed a trigger-based binding incorporating physics and other interactions. To facilitate
expressiveness, we also add functionalities of directly adjusting the environment parameters such as global visibility
and gravity, which are useful for our intended applications.

3.2 Basic setup

(i) System setup (ii) User interface

Fig. 2. An overview of our system setup (i) and user interface (ii). Our user interface consists of the physical object augmented by color
dots (a), virtual graphics drawn by users (b), buttons to switch between different authoring and interaction stages (c), environment
parameters to adjust (d), buttons for changing stroke colors and specific functions (e) and buttons for reset and undo (f).
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The basic set-up consists of a touch tablet, target objects and colors stickers (see Figure 2i). Under the tablet (e.g., an
iPad in this example), the user can draw virtual graphics over the camera view of a physical object and create mappings
between the two using a pen or bare finger. The physical objects are augmented by a set of color dots for tracking
and rigging purpose as multiple mechanically movable parts of an object can be tracked independently in our system.
Therefore, the object is not strictly constraint to the 2D plane and the mapping will still be valid as long as the color
dots are visible.

Figure 2ii shows the interface of our system, which consists of a canvas for camera frames, and buttons for users to
switch between different stages to interact with the system. Specifically, Figure 2iia is the physical object (a pair of
scissor in the example) augmented by a set of green color dots and Figure 2iib is the virtual graphics drawn by a user.
Figure 2iic consists of several buttons that enable users to switch between different interaction stages and Figure 2iid
is the environment parameters that users could adjust. The user could also use the buttons in Figure 2iie to achieve
specific goals of different applications which will discussed in the following.

3.3 Rigging physical objects

Fig. 3. Rigging a physical object. A user could start to rig the physical object in the Rig mode (a) by circling around the target color
markers (b). If a marker is shared by multiple links, it will be detected as a joint showing the angle between the shared links (c).

In order to drive the animation of the virtual graphics with the movement of the real objects, the spatial information
of the objects needs to be captured and extracted by the system as input parameters that affect the output performance.

In order to achieve the intended interactive effects (concept explanation, interactive art and tangible gaming), relevant
spatial information of the physical object needs to be extracted and tracked. Under the category of everyday objects, we
aim to capture and track three major types of spatial information of the objects:

Spatial configuration consisting of the position and orientation of the object.
Articulated motion of multiple components that connect with each other. While there are plenty of everyday objects

that have multiple mechanically movable parts (e.g., a pair of scissors has two movable parts, each of which
contains a blade for the cutting), it is vital to track the relative position of one part to another. The physical point
where multiple parts connect is called a mechanical joint. Since the movement of our targets objects lies in a 2D
plane, the mechanical joints are limited to either a rotary joint (the object moves around the point) or a linear
joint (the object moves in a sliding motion). Specifically, we need to capture the angle (of a rotary joint) or the
sliding distance (of a linear joint).

Customized boundary of the objects which can be aligned with the real shape of the object or virtual by user
specification. In order to immerse the object into the target application, we need to capture the boundary

5
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Fig. 4. Drawing virtual graphics. A user could draw virtual graphics over physical object such as arrows for annotating the moving
direction.

specified by the user that binds with the rigid body of the object. The boundary can be specified by the user as
described in Section 3.4 and the binding with the real object can be created as described in Section 3.5.1.

Based on the above requirements of the system, we adopted a vision-based tracking system based on color markers.
The first step is to augment the real object by sticking color markers onto it. The augmentation follows the following
rule: two markers represent a single rigid part (link) and each joint will be represented by a single marker shared by two
links. With this method, it is effortless and low-cost to rig any rigid object that moves mechanically. The user specifies
each link by circling around the two corresponding markers in the camera view under the rig mode (Figure 3). And if
one marker is share by multiple links, this marker will be detected as a joint.

3.4 Drawing virtual graphics

After the user established the tracking of the target objects, the next step is to draw some virtual graphics whose role
will be assigned as part of the final application in later steps. Users have freedom of drawing the graphics based on
the application they would like to create. By clicking the draw button (Figure 4), the user enters the drawing mode, in
which the user could sketch strokes with fingers or a pen.

3.5 Mapping objects and graphics

With the tracked real physical objects and the drawn virtual graphics, the next vital step is to create the mapping
between the physical objects and the virtual graphics so that the tangible manipulation of the former could drive the
movement of the latter. Our system provides different mapping modes for the users to fit different applications. In
general, the virtual graphics play two different roles in different applications:

Annotation where the graphics become part of the object showing the originally invisible content or information of
the object (e.g., annotating a linkage system for educational purpose as shown in Figure 5).

Integration where the object is integrated into the virtual graphics where the object facilitate the application through
tangible manipulation (e.g., a mobile pendulum system using a pen as shown in Figure 6).

Based on the two different roles of the graphics, we support three types of mapping method: direct mapping, indirect
mapping with keyframes and indirect mapping with triggers, while these methods can be combined together to create
various examples.

3.5.1 Direct mapping. By clicking the Bind button, the user enters the direct mapping mode. Intuitively, under direct
mapping, the virtual graphics is expected to follow the part of the physical object in a relatively fixed position. For
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Fig. 5. Fixed binding. A user could bind the virtual graphics and the physical object by connecting them together (b). When the
physical object moves, the graphics will follow accordingly (c).

Fig. 6. Direct mapping: spring and limit joints. A user could specify spring and limit joints between two graphic elements, where the
spring joint is elastic with adjustable frequency and damping and the limit joint is non-elastic with a maximal length.

example, a user could draw annotation over a linkage system to visualize how different links move while the motion is
being transferred (Figure 5). In this case, the annotation (e.g., an arrow indicating the rotating direction of the links)
needs to move along with object with fixed relative position and orientation. This type of direct mapping is call fixed
binding. Other than fixed binding, users may need to create some mechanical connection between the virtual graphics
and the physical objects. For example, if a user wants to create a mobile pendulum system using a pen, the virtual
ball and the physical object need to be mechanically connected by a virtual spring or string (Figure 6). We call such a
connection between a physical link and a virtual graphics a joint. Our system provides three types of joints for users to
directly bind the virtual graphics with the physical object: fixed joint, spring joint (elastic) and limit joint (non-elastic) .
The fixed binding in the previous paragraph adopts the fixed joint when creating the binding. To create a joint, a user
can draw a stroke to connect the target graphics with the rigged link or another set of graphics (as shown in Figures 5
and 6). Noted that for spring and limit joint, the connection have to be specified between two graphic elements as the
rigged link does not provide the spatial information of customized boundary. The damping and frequency of spring and
the maximal length of the limit joint can adjusted afterwards.

3.5.2 Indirect mapping with key-frames. Other than direct mapping, customized animation or transformation may be
required in specific applications. For example, a user may expect a PacMan example using a pair of scissors such that
when the pair of scissors closes, the virtual face will shrink and disappear to indicate it has been eaten (Figure 7). The
goal here for the user is to specify several keyframes via design-by-demonstration to specify the controlling parameters
and then the virtual graphics will be animated or deformed based on the current value of the controlling parameters.
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Fig. 7. An example of using keyframes to achieve an effect of using a pair of scissors to eat a smiling face as Pac-man. The user can
press the Keyframe button (a) and select the target link and the target input parameter (b), and then specify different keyframes for
different input parameters and using the control points (c-e). The smiling face will shrink when the pair of scissors closes (f).

Fig. 8. A swapping action can be specified instead of linear interpolation during the keyframes. A user could click on the Swap button
and draw the graphic element to replace at the specific configuration (b).

Our system supports the two types of output effects: deformation and animation, using control-point based transfor-
mation specified at key-frames. By clicking the Keyframe button, the user enters the keyframing mode. The first step is
select the driving input parameters by selecting one of the rigged links. Recall that each link consists of two key points
(markers) and the point may become a joint if it is shared by multiple links. Therefore, if a user wants to select the
angle of a joint as the input parameters, the joint is also part of the selected link. The second step is to select the target
graphics by drawing a stroke circling around the target elements. This action will group all the graphic elements in the
circle to be transformed together.

After that, nine control points will be visualized over the target graphic element. Our system utilizes a design-by-
demonstration method to specify each keyframe. To do so, the user should set the object to the desired configuration
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Fig. 9. Indirect mapping with triggers. A user could connect the driving link with the target triggering output including environment
output, key-frame output and joint output.

(angle or position) and configure the graphic element by dragging the control points. After multiple key-frames being
specified, our system interpolate the position of each control point based on current input value to perform deformation
and animation. The deformation and animation is implemented with a grid-based deformation method. Our system
provides several shortcuts for hiding, rotation, etc. (see Figure 7e) to eliminate the tedious manipulation on each control
point. Our system also supports swapping between graphics instead of interpolating a transformation. The user could
specify a fresh keyframe to swap with the existing keyframes at the desired configuration by clicking the Swap button
(see Figure 8). Users could specify multiple key-frame mappings one-by-one to create expressive interactions.

3.5.3 Indirect mapping with triggers. Another level of the indirect mapping is using triggers. While the keyframing
only works for graphic elements that could deform or animate using control points, a wider range of output effect can
be achieved using trigger-based mapping.

The trigger-based mapping in our system supports four types of output parameters: visibility and global forces from
the environment, and the physics joint and keyframing of the graphic elements (Figure 9). Users could specify different
triggers to change the visibility (e.g., hide or show graphics) or global force (e.g., wind or gravity), which are parts of
the environment parameters. Besides the environment parameters, output parameters of the graphic elements can
also be affected based on the triggers. Such parameters includes the keyframing created in the previous steps and, the
modification of the physics joint connected to the graphic elements.

For the input, similar to the mapping with keyframes, the user could specify the range of the triggering value of
the target input link by demonstration. Differently, our system supports three triggering type: linear, step and pulse
(Figure 10a). The user needs to specify two data points for each target input parameter for all the triggering types
(Figure 10b-c). The output is a unit-less value indicating how much the output is triggered. For the linear triggering, the
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Fig. 10. A walkthrough of adding trigger to the scissors-as-Pacman example. The user could specify the target input parameter (position
X of the lower link) and the target triggering type (pulse) to trigger the keyframe animation (a) and then specify the two sets of data
for the triggering (b, c). The final result shows that the keyframe will be triggered only if the pair of scissors is close to the smiling
face (d, e).

output is interpolated based on the input value comparing to the values specified (ranged from 0-1). For the step trigger,
the first value specified the user would be the switching point and the second defines on which side will there be a
positive output (=1). For the pulse trigger, the output will be 1 between the two values specified. Noted that the user
could create multiple layers of the triggers by blending different triggers together. For example, it is possible to create a
logic that "when the pair of scissors (as Pac-man) approaches to (pulse trigger of the position X and Y) the virtual face
and close, it will eat the smiling face (trigger the keyframing deformation)" as shown in Figure 10. However, each of the
output parameters may not support all the triggering types, which will be discussed below.

Visibility and environment force. These are the parameters that affect most of the element in the scene globally. These
two parameters support all the triggering type. By adjusting the slider shown in Figure 2iid, the user could specify
different state of the two output parameters.

Physics joint. The user could specify the triggering output to create a new physics joint or remove an existing joint.
For example, a user could remove the joint between the balloon and the holder just like cutting the string based on the
scissors’ location and configuration. There is no phase in-between for the physics joint and therefore it only supports
the step and pulse triggers.
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Keyframing. The key-frame mapping created in previous step can also be one of the output parameters in the
triggering mapping. Similar to the physics joint, there are only two states of the keyframing here — activated or not,
and therefore it only supports the step and pulse triggers.

3.6 Other features

Other than the basic features above, our system also support some other features to provide a better experience
of creating customized applications. For example, the user could modify the global visibility and force at anytime
(Figure 2iie), or activate or deactivate the physical boundary of the scene for different scenarios by toggling the Boundary
button (Figure 2iie). For a physics experiment example — how the light will be reflected on different surface, user
could activate the ball shooting mode by toggling the Shoot button to mimic the photon and or the user could set the
global force to zero to prevent the gravity effect. The user could also draw dynamic (e.g., ball in a pong game) or static
(obstacles) objects by toggling the buttons.

4 IMPLEMENTATION

We leverage the 2D general-purpose framework (SpriteKit) to drive the performance of virtual graphics using physical
objects.

Tracking. Currently we use a color-based tracking algorithm implemented in OpenCV. We used low-cost green
markers purchased from Amazon as our default markers which are solid and distinct. The algorithm track the 2D
position of the markers using the embedded color-based masking function and overlay it onto the camera frames. The
tracking is fast enough for our applications (e.g., 60 FPS with iPad Pro 12.9 inch).

Drawing. Each user-drawn stroke is represented as an SKShapeNode in SpriteKit and considered a single graphic
element. While the properties of the graphic element can be specified in later steps (e.g., physical property), the user
is able to create such properties at need. For example, the user could directly create obstacles which have physical
property to collide with other elements or balls falling from drawing point in a gaming application by turning the
Physical mode on (see Figure 2iie).

5 RESULTS

In this section we present results created by multiple users across different application domains.

5.1 Educational demonstration

In classroom education, physical props are widely used to help the students understand the basic concept of the
knowledge because it is easier for student to create connections between the knowledge and the physical phenomena
[14, 18, 34, 48]. However, it could be insufficient to explain the concept with only the physical props. For example,
to do a lesson about mirrors and optics, a complex set-up is required including laser lights and mirrors of different
shapes (e.g., concave and convex). It is extremely challenging to show the motion of a mechanical system (e.g., linkage
systems) with physical annotations following the corresponding parts; and the teacher does not have the ability to
stylize the environment parameters, to visualize how a pendulum system would work on the moon (low gravity). Our
system leverages the tangibility and expressive of using physical props and empowers users with the ability to map the
properties of real objects to drive the performance of virtual graphics.
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Physics is the first category that our system supports which can expand the possibilities of using physical props. As
shown in Figure 11, a teacher could use an everyday physical object (a ruler in the example) to mimic the motion of a
mirror. In this example, the laser light is simulated as a stream of photons and different shape of the surface can be
drawn by the teacher to visualize how the light is reflected on different shapes of surface. By drawing different shapes
(flat, convex and concave), the user could bind the graphics with the target object using direct mapping and assign
physics property to the graphics. Then the physical object can be moved around (so are the graphics) to simulate the
light shot from different angles.

Besides providing an easy and customizable method of creating virtual objects for physics education, our tool also
offers the ability to stylized the physics, e.g., modifying the gravity in the environment. As shown in Figure 12, by
drawing a circle as a ball and bind it with a marker using a spring joint, it becomes a mobile pendulum system and the
user could move the marker to simulate the behavior of it in 2D plane. By adjusting the gravity (force applied to all
the physical object in the scene), the user could simulate how the pendulum system works in different environment,
e.g., upside down world or with a strong side wind. With this method, the audience could easily get a sense of how
pendulum system behaves differently in different environment.

Other than physics education, tutorial example using customized annotation is the second category that our system
focuses on. Figure 13 illustrates a visualization of the force applied onto the target link of a four-bar-linkage system. The
four-bar-linkage system consists of an input link and an output link. The user could annotate the link applied by the
input link (in red arrow) and the force applied onto the output link (in green arrow), where the size of the annotation
corresponds to the amount of the force. Seeing the size of the arrow would be straightforward for the audience to find
the configuration where the target link is applied the largest force.

Fig. 11. Using a ruler for optics example. A flat (a), convex (b) and concave (c) virtual mirror can bind with the ruler to visualize how
light reflects on different surface shapes.

5.2 Gaming with tangible input

Our system can also provide gaming experience using the physical objects as tangible input. We leverage the capability
of our system to blend the interaction between real physical objects and the virtual graphics, a variety of applications
can be implemented by the system on the fly. Figure 14 illustrates a series of gaming examples using markers. To play a
ball bouncing game, the user could start with drawing a custom shape mapped with the pen as the paddle and draw a
ball in the middle of the scene to bounce (Figure 14a). To make the game more interesting, the user could use the same
set-up as in Figure 12 and draw a cup on the pen. By binding it with the pen, the user could play a cup-the-ball game

12
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Fig. 12. A mobile pendulum system using marker is simulated under different environmental force conditions: normal gravity (a),
anti-gravity (b), and normal gravity with a strong side wind (c).

Fig. 13. Forces applied on each link of the four-bar-linkage system are visualized (a). The largest output force is can be found based on
the size of the arrow (b) and the output force decreased to zero in certain configuration (c).

Fig. 14. Different gaming applications using a marker. Ball bouncing game (a), cup-the-ball (b) and multiplayer pong (c).

(Figure 14b). The user could move the pen around trying to swing the ball into the cup. It is also possible for the user to
invite a friend to play a 2D pong game. The user could rig two different pens and draw the corresponding shapes over
the pen as in the previous steps. Now with the ball floating in the scene, the two players can move their pens to play
the pong game (Figure 14c). They can also draw a goal on each side to make the game more immersive.

Besides the applications mentioned above, the user could go beyond just manipulating the object on a black
background below the AR device by panning the camera up and appear in the scene with the objects and the created
virtual graphics. That opens more possibilities for the application, for example, the user could rig the hand and interact
with the virtual graphics together with the physical objects.
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Fig. 15. The pair of scissors becomes the beak of a bird and when it moves, the wings of the bird will flap.

Fig. 16. The bird can grab a bag on the ground (a, b) and cut the string of the balloon held by a girl (c, d) when the pair of scissors
closes.

5.3 Artistic storytelling

Physical objects are commonly used for different applications such as parts of a creative sketch (Figures 15 to 17). With
the ability to use these physical objects to drive live virtual effect with different types and levels of control, we could
animate the graphics of the art and achieve an immersive experience of the storytelling. Figure 17 illustrates three
examples of food arts where the real objects play important roles in telling the story. As shown in Figure 17a, a little
monster is holding a flower as a flashlight which could lighten its hidden friend. Also in Figure 17b, multiple eggs in the
scene have smiling face. If someone takes one of the egg, the other eggs will start to cry because they realize that one
of them is going to be eaten. The user could achieve such storytelling by adding a swapping key-frame between the
smiling and crying face and use the motion of the egg as the driving parameters. In Figure 17c, the banana becomes a
parachute of the skydiver drawn by the user. The movement of the banana will carry and swing the diver. By adjusting
the global force, the diver encounters a bad situation — blown away by large wind.

A series of story can be created using a single pair of scissors which becomes the beak of the bird. When the scissors
move, the bird will flap its wings (Figure 15) using keyframes specified by the user. By adding mappings with trigger
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Fig. 17. Food arts. The flower becomes a flash light held by the little monster (a, b); the eggs will start to cry when one of them is
grabbed away (c, d); and the banana becomes a parachute of a skydiver (e, f).

Fig. 18. Results made by an external designer: curving a finger to wag a virtual dog’s tail (a), sliding a biscuit Pac-Man to eat virtual
ghosts (b), and using a physical knife to cut the virtual string connecting a virtual rock and a virtual balloon to make it float away (c).

using the position of the bird, the bird could hold the bag on the ground in the mouse while flying over it (Figure 16ab)
by creating a physical joint between the beak and the bag. The naughty bird may also bother the little girl who is
holding a balloon (Figure 16cd) and the balloon flying away since the string is broke by the bird (removing the physical
joint between the balloon and the bird using the angle of the scissors as trigger).

5.4 External design

To broaden the potential applications of our system, we had an informal design session with one external designer
(female, age=29) who is an student of industrial design with experience in authoring software including Adobe After
Effects and Unity. She was firstly introduced the workflow of our system by walking through the example of scissor-as-
Pacman (Figure 10). After that, the designer took approximately an hour of brainstorming and came up with three
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different applications as shown in Figure 18, including petting a dog (a), turning a piece of biscuits into a Pac-man (b)
and cut the string of the balloon with a cutter (c).

After the brainstorming and the design stage, we had a informal interview with the participant about her thought
about our system. The external designer agrees that our system can achieve various output effect and is easy to learn, as
she commented - “It is very open and the user could a lot of different output effect with very simple manipulation” and
“The manipulation is very simple and easy to learn”. However, she also pointed out that the feedback while interacting
with the interface could be improved – “The feedback of each button during the interaction is not good enough as I do
not know if I press the button successfully”. She also thought that some of the functionality is not straightforward to
the user such as the gravity – “The function of adjusting gravity is not so user-friendly as I cannot know that I could
use it to achieve an effect of floating the balloon without instruction”. Finally, she gave some suggestions regarding the
future development of the tool – “It would be super great if it has different drawing tool like those in the commercial
software, and definitely more powerful output effect can be achieved using that.”

6 CONCLUSIONS

We have presented a prototype system that enables users to rig and track everyday objects so that they can be tangibly
manipulated to drive the deformation and animation of virtual graphical effects. With commodity hardware (e.g., a
smart phone or tablet equipped with a camera), users can create a variety of experiences with our system, including
handle-based deformation, key-frame animation, and trigger-based interactions with stylized or physically plausible
effects, across application domains such as interactive art, tangible gaming, and concept explanation. We have taken one
more step following the recent line of work [44, 48] and believe that exciting future opportunities exist for democratizing
the power of interactive, mixed-reality experiences across a range of application domains.

7 LIMITATIONS AND FUTUREWORK

Our first prototype for driving virtual graphical effects with physical objects has a limited feature set and can be
expanded in terms of tracking and authoring capabilities. Some potential future directions are as follows.

Combining with multi-modal input. Our mapping strategy could potentially be applied to other modalities such as
sound and lighting in addition to space, which already provides large enough design space for the scope of this paper.
Exploring other modalities and the interaction/combination of multiple modalities can be a fruitful future direction.

Semantic meaning for the physical object. While the current interaction between the physical object and the virtual
graphics all rely on user improvisation, one interesting future direction could be adding semantic meaning for the
physical object during the authoring. For example, a physical rubber could erase drawn virtual graphics, or a physical
pendulum swing could knock out virtual balls.
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